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Part I. Problem Solving (40 points)

1. **Hypothetical Gambling. (15 points)** You believe a 6-sided die is weighted such that it will roll a 6 more often than any other number.
   1. What is the null hypothesis corresponding to your belief?  
      *H0* : The dice is not biased i.e., the probability of getting a six is 1/6 (flipping the dice *n* times would result in a Binomial(n, 1/6)).
   2. You test your hypothesis by rolling the die 100 times. You ended up with a 6, 23 times. If you choose an alpha of .05, can you reject the null? Show your work, including the rejection region for the null.

Let *X* be the random variable that represents the number of *6*s you get when you roll a dice 100 times. *R =* [0,100].

Since, alpha is 0.05, we want to be 95% sure that we can reject the null hypothesis, *H0.*

Python code:

*dice\_toss = ss.binom(100,1.0/6.0)*

*lower\_bound,upper\_bound = dice\_toss.ppf(0.025),dice\_toss.ppf(0.975)*

The rejection region, for this experiment would be, *Rreject* = .

Since, *Xi* = 23 which is not in the Rejection region *Rreject*, we fail to reject the null hypothesis.

* 1. Dungeons and Dragons Incorporated, manufacturer of dice, believes it can create better performing dice out of aluminum rather than plastic. They perform a tests on 10 prototype aluminum dice compared to 10 plastic dice to compare performance (i.e. the number of rolls until a die becomes biased). They have a special machine that rolls and tests dice for bias. Given the following number of rolls until the dice become biased, can you conclude that it is 95% probable that aluminum performs better? (hint: may assume rolls until biased is well approximated as a Normal).  
     *aluminum rolls until biased* = [136, 73, 118, 122, 114, 103, 149, 118, 113, 105]  
     *plastic rolls until biased* = [129, 89, 97, 94, 124, 77, 85, 86, 86, 69]  
       
     *X1 =* Number of Aluminum dice rolls

*X2 =* Number of Plastic dice rolls

115.1, s1 = 19.1752444574   
 93.6, s2 = 18.1118745579

n1 = n2 = 10

t = (float)(mean1-mean2)/np.sqrt((s1\*\*2/n1) + (s2\*\*2)/n2)  
t = 2.57

With α = .05 and a one tail test, the critical value of t is 1.95.  We reject *H0,*

1. **Valuable Hoops. (25 points)** In the NBA, players salary is thought to reflect their performance on the team. One way to assess performance is a player’s “plus-minus” the difference between the points scored by his team and the points scores by the other team while he is on the floor. Six players salary (in millions) and plus-minus are given: (2.5, -1), (10, 4), (8.5, 3), (4, 4), (1.5, -3), (14, 6). For all questions below, show all work and do not use a calculator except for addition and multiplication.
   1. Using least squares regression (the direct method) calculate 𝛽0 and 𝛽1 where the dependent variable is salary and the plus-minus is the predictor.

Let random variable *X* represent the predictor *plus-minus* and *Y* denote the dependent variable salary,

1. What is the Pearson Product-Moment Correlation Coefficient between the two variables.  
   Let random variable *X* represent the predictor *plus-minus* and *Y* denote the dependent variable salary,  
   r = =

1. The relation is hypothesized to be positive, what is the corresponding p-value?  
     
   *r = 0.16885*

*N = 6*  
=> t = 3.16 and taking α = 0.05

Using python code:

p\_value = ss.t.sf(np.abs(3.16),6-2)\*2  
  
 *p* = 0.0341

1. Years of experience in the NBA also plays a part, since experienced players are more reliable and provide wisdom off the court to the younger players. The six players have the following years of experience (same order as before): 2, 12, 5, 6, 9, 7. What is the Pearson Prod-Mom Correl Coef between years and salary?  
   Let random variable *X* represent the predictor *experience(years)* and *Y* denote the dependent variable salary,

= 0.0626

1. Using *standardized* multiple linear regression: What is the unique effect (coefficient) of plus-minus (a predictor) on salary (the dependent variable), holding years of experience constant (another predictor)? What is the unique effect of years on salary, holding plus-minus constant?  
   (you may use a computer to solve matrix linear algebra operations, but report the resulting matrix or vector)

Let random variable *X* represent the predictor *experience(years)* and *plusminus* and *Y* denote the dependent variable salary,

Using the equation :

where *X = Y =*

Using ‘*numpy’* modules *– dot* and *matrix* methods

import numpy

from numpy import matrix

X = matrix ([[-1,2,1],[4,12,1],[3,5,1],[4,6,1],[-3,9,1],[6,7,1]])

R = ((X.T) \* X).I \* (X.T)

Y = matrix ([[2.5],[10],[8.5],[4],[1.5],[14]])

result = R \* Y

print result  
  
  
Therefore,

𝛽plusminus = 1.5964 ; 𝛽years = 0.2261

1. Being left-handed is also thought to be related to performance. The third and sixth players are left handed: (i.e. left\_handed = [0, 0, 1, 0, 0, 1]). Using *standardized* **logistic** regression: What is the logistic correlation coefficient on plusminus (the predictor) for being left-handed (the dependent variable)?   
   (you may use a computer to solve matrix linear algebra operations, but report the resulting matrix or vector)  
     
   Using the reweighted least squares algorithm to estimate the 𝛽plusminus

*X = Y =*

Python code to compute it:

import math

import numpy as np

from \_\_future\_\_ import division

beta\_0 = 0.0

beta\_p = 0.0

left\_handed = [0, 0, 1, 0, 0, 1]

plus\_minus = [-1,4,3,4,-3,6]

diag = [0,0,0,0,0,0]

z = [0,0,0,0,0,0]

I = ([1,1,1,1,1,1])

X = np.matrix([I, plus\_minus]).T

#print X

while(1):

prev\_beta\_0 = beta\_0

prev\_beta\_p = beta\_p

for i in range(6):

q = math.exp(beta\_0 + plus\_minus[i]\*beta\_p)

p = q/(1+q)

diag[i] = p\*(1-p)

z[i] = math.log(p/(1-p)) + ((left\_handed[i] - p)/(p\*(1-p)))

W = np.matrix(np.diag(diag))

#print W

Z = np.matrix(z).T

#print Z

beta = (((X.T)\*W\*X).I)\*(X.T)\*W\*(Z)

beta\_p = beta.item(1)

beta\_0 = beta.item(0)

#print beta

if (round(beta\_p,2) - round(prev\_beta\_p,2) < 0.01):

break

print beta

[[-2.81358239]

[ 0.65632912]]

𝛽plusminus = 0.65632912

**Part II. Programming (60 points) - Differential Topic Analysis**

**Task Overview:** To find linguistic topics correlated with age and occupation, controlled for gender, using various statistical tests and plotting the results.  
  
 **Necessary Files:**

* the Blog Authorship Corpus:<http://u.cs.biu.ac.il/~koppel/BlogCorpus.htm>(bandwidth limited; may take a while to download)
* topic model posteriors (probabilistic model of words likely to appear in similar messages).
  + p(topic| word): [http://wwbp.org/downloads/public\_data/wwbpFBtopics\_condProb.csv  
    (“category” is the topic id, “term” is the word, and “weight” is p(topic|word) )](http://wwbp.org/downloads/public_data/wwbpFBtopics_condProb.csv)
  + most prevalent words per topic:<http://wwbp.org/downloads/public_data/2000topics.top20freqs.keys.csv>
* happierfuntokenizing.py:<http://wwbp.org/downloads/public_data/happierfuntokenizing.zip>(a tokenizer splits a sentence into words; this one works well with social media and blogs)

**Your code** should be self-contained in a file called “a2\_studentid.py” which can be run in python 2.7 by typing: python a2\_studentid.py blogs\_directory [wwbpFBtopics\_condProb.csv](http://wwbp.org/downloads/public_data/wwbpFBtopics_condProb.csv) [2000topics.top20freqs.keys.csv](http://wwbp.org/downloads/public_data/2000topics.top20freqs.keys.csv)

Assume happierfuntokenizing.py is in the same directory as your python code.  
  
**Python libraries permitted:** default file IO libraries, csvreader, pandas (no statistical methods), numpy (only for arrays and algebra, no statistical tests or regression), scipy.stats (only for pdf, pmf, cdf lookup), and happierfuntokenizing. For question 5: any libraries are permitted for producing the plots.

1. **Read and tokenize the corpus.**  
   Unzip the corpus file and look at the contents before reading on. Each file in the corpus is named according to information about the blogger: user\_id.gender.age.industry.star\_sign.xml  
   Read each file using an xml parser or simply a regular expression searching for “<POST>” (other fields are not necessary). As you do so, record the user-id, gender, age, industry, and then  
    tokenize each blog post of each user in the corpus using the “*tokenize*” method in happierfuntokenizing.py. *tokenize* takes in a string (i.e. a single blog post) and returns a list of strings (i.e. the words in the blog post). Record the total number of times each user mentions each word -- recommend storing this in a dictionary:  
    { user1: {word1: count1, word2: count2, ...},  
    user2: {word1: count1, word2: count2, ...},  
    …}  
   or a pandas DataFrame per user (storing as one large matrix may max out your ram).  
   **output**: The quoted portion below indicates text that should prepend your output for each item:
   1. the total number of blog posts across all users: “1. a) posts: XXX”
   2. the total number of users: “1. b) users: XXX”
   3. the total number of words across all users: “1. c) words: XXX”
   4. the number of users per industry: “1. d) Communication: XXX,  
       Consulting: XXX,  
       …”
2. **Calculate users’ probability of mentioning each topic (“topic usage”).**  
    The probability of a topic for each user is given by:![This is the rendered form of the equation. You can not edit this directly. Right click will give you the option to save the image, and in most browsers you can drag the image onto your desktop or another program.](data:image/gif;base64,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)  
   where p(topic|word) comes from [wwbpFBtopics\_condProb.csv](http://wwbp.org/downloads/public_data/wwbpFBtopics_condProb.csv) and  
    ![This is the rendered form of the equation. You can not edit this directly. Right click will give you the option to save the image, and in most browsers you can drag the image onto your desktop or another program.](data:image/gif;base64,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)
   1. print out the probabilities that the 3 users with the lowest user\_id (i.e. users\_id 73 is less than user\_id 105) mention topics numbered 463, 963, and 981: “2. a) <user\_id>: 463: .XXXX, 963: .XXXX, 981: .XXXX”  
      *hint: these probabilities should be quite small*
3. **Correlate each topic usage with user age, adjusting for gender.**  
   Use standardized multiple linear regression to find the unique effect of each topic on age, holding gender constant (you will run 2000 regressions with 2 predictors, rather 1 regression with >2000 variables). Test for significance using the t-test for multiple regression and then adjust for the fact that you are testing 2000 hypotheses (one for each topic) by using the Bonferroni correction (you must implement these methods -- no methods may be called beyond those for algebraic calculations or looking up pdf / cdf values).
   1. print the top 10 most positively correlated topics and values: “3. a) topic\_id: XXX, correlation: .XXX, p-value: .XXX, signficant after correction? (y/n)”
   2. print the top 10 most negatively correlated topics and values: “3. b) topic\_id: XXX, correlation: -.XXX, p-value: .XXX, signficant after correction? (y/n)”
4. **Correlate each topic usage with user industry, adjusting for gender and age.**  
   Use standardized multiple logistic regression to find the unique effect of each topic on industry, adjusting for gender and age. Test for significance using the permutation test then adjust for the fact that you are testing 2000 hypotheses (one for each topic) by using the Benjamini-Hochberg false-discovery rate correction (you must implement these methods -- no methods may be called beyond those for algebraic calculations).
   1. print the top 5 most positively correlated topics and values per industry:  
       “4. a) industry: XXX, topic\_id: XXX, coefficient: .XXX, p-value: .XXX, signficant after correction? (y/n)”
   2. print the top 5 most positively correlated topics and values per industry:  
       “4. b) industry: XXX, topic\_id: XXX, coefficient: -.XXX, p-value: .XXX, signficant after correction? (y/n)”
5. **Plot topics by industry x age.**  
   Limit this analysis to topics making it in the top 5s for questions 4a and 4b. Let the x axis represent correlation with industry, adjusted for age and gender (from question 4). Let the y axis represent the mean age of the top 25% of users according to how often they use the topic. For each topic, plot the top 4 words given by [2000topics.top20freqs.keys.csv](http://wwbp.org/downloads/public_data/2000topics.top20freqs.keys.csv) at the coordinate dictated correlation with industry and mean age of top 25%. Produce one plot per industry all saved to one png (use a multiple panels in .
   1. print the name of the file with “5. a) 5a\_industry\_plots.png”   
      (an example plot will be provided here)

**Testing:** Our test will use a random subset of the Blog Authorship Corpora (i.e. many files in the blogs\_directory will be left out). You should make sure your code works for subsets of the data.

**Questions / Clarifications:** Please post questions on Piazza, so other classmates may see the answers. Questions posted within 72 hours of the deadline, are not guaranteed a response before the deadline.

**Academic Integrity:** As with all assignments (sans the team project), although you may discuss concepts with others, you must work independently and insure your work and code is not visible to any classmates.